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Undecidability.
Farewell (for now) to modular arithmetic...

Modular arithmetic modulo a prime.

Add, subtract, commutative, associative, inverses!

Allow for solving linear systems, discussing polynomials...

Why not modular arithmetic all the time? 4 \succ 3?

Yes!

4 \succ 3 (\text{mod} 7)?

Yes...

maybe?

\text{ Uh oh.. }

−3 \succ 3 (\text{mod} 7)?

Uh oh..

\text{−3} = 4 (\text{mod} 7).

Another problem.

4 is close to 3.

But can you get closer?

Sure.

3.5.

Closer.

Sure?

3.25, 3.1, 3.000001...

For real numbers we have the notion of limit, continuity, and derivative.......

....and Calculus.

For modular arithmetic...

no Calculus.

Sad face!
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Farewell (for now) to modular arithmetic...

Modular arithmetic modulo a prime.

Add, subtract, commutative, associative, inverses!

Allow for solving linear systems, discussing polynomials...

Why not modular arithmetic all the time?

\[ 4 > 3 \, ? \] Yes!

\[ 4 > 3 \, (\text{mod } 7) \, ? \] Yes...maybe?

\[-3 > 3 \, (\text{mod } 7) \, ? \] Uh oh.. \(-3 = 4 \, (\text{mod } 7)\).

Another problem.

4 is close to 3.

But can you get closer? Sure. 3.5. Closer. Sure? 3.25, 3.1, 3.000001. …

For reals numbers we have the notion of limit, continuity, and derivative…….

....and Calculus.

For modular arithmetic...no Calculus. Sad face!
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- Countable
- Countably infinite.
- Enumeration
How big are the reals or the integers?
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Is one bigger or smaller?
Same size?

- Circles $\rightarrow$ Squares.
  - $f(\text{red circle}) = \text{red square}$
  - $f(\text{blue circle}) = \text{blue square}$
  - $f(\text{circle with black border}) = \text{square with black border}$
  
  **One to One.** Each circle mapped to different square.
  
  **Onto.** Each square mapped to from some circle.
  
  **Isomorphism principle:** If there is $f: D \rightarrow R$ that is one to one and onto, then, $|D| = |R|$. 
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Same number?

Make a function $f$: Circles $\rightarrow$ Squares.

- $f$(red circle) = red square
- $f$(blue circle) = blue square
- $f$(circle with black border) = square with black border

One to one. Each circle mapped to different square.

One to One: For all $x, y \in D$, $x \neq y \Rightarrow f(x) \neq f(y)$.

Onto. Each square mapped to from some circle.

Onto: For all $s \in R$, $\exists c \in D$, $s = f(c)$.

Isomorphism principle: If there is $f: D \rightarrow R$ that is one to one and onto, then, $|D| = |R|$.
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The Counting numbers.
The natural numbers! $N$

Definition: $S$ is **countable** if there is a bijection between $S$ and some subset of $N$.
If the subset of $N$ is finite, $S$ has finite **cardinality**.
If the subset of $N$ is infinite, $S$ is **countably infinite**.
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Which is bigger?
The positive integers, \( \mathbb{Z}^+ \), or the natural numbers, \( \mathbb{N} \).

Natural numbers. 0, 1, 2, 3, …. 

Positive integers. 1, 2, 3, …. 

Consider \( f(z) = z - 1 \).

For any two \( z_1 \neq z_2 \), \( f(z_1) \neq f(z_2) \).

One to one!

For any natural number \( n \), for \( z = n + 1 \), \( f(z) = (n+1)-1 = n \).

Onto for \( \mathbb{N} \)

Bijection! \( \Rightarrow |\mathbb{Z}^+| = |\mathbb{N}| \).

But.. but Where’s zero? “Comes from 1.”
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Consider $f(z) = z - 1$. 
Where’s 0?

Which is bigger?
The positive integers, $\mathbb{Z}^+$, or the natural numbers, $\mathbb{N}$.

Natural numbers. 0, 1, 2, 3, ....

Positive integers. 1, 2, 3, ....

Where’s 0?

More natural numbers!

Consider $f(z) = z - 1$.

For any two $z_1 \neq z_2$
Where's 0?

Which is bigger?
The positive integers, $\mathbb{Z}^+$, or the natural numbers, $\mathbb{N}$.
Natural numbers. 0, 1, 2, 3, ....
Positive integers. 1, 2, 3, ....
Where's 0?
More natural numbers!
Consider $f(z) = z - 1$.
For any two $z_1 \neq z_2 \implies z_1 - 1 \neq z_2 - 1$
Where’s 0?

Which is bigger?
The positive integers, \( \mathbb{Z}^+ \), or the natural numbers, \( \mathbb{N} \).

Natural numbers. 0, 1, 2, 3, ....

Positive integers. 1, 2, 3, ....

Where’s 0?

More natural numbers!
Consider \( f(z) = z - 1 \).

For any two \( z_1 \neq z_2 \implies z_1 - 1 \neq z_2 - 1 \implies f(z_1) \neq f(z_2) \).
Where’s 0?

Which is bigger?
The positive integers, $\mathbb{Z}^+$, or the natural numbers, $\mathbb{N}$.

Natural numbers. 0, 1, 2, 3, ....

Positive integers. 1, 2, 3, ....

Where’s 0?

More natural numbers!

Consider $f(z) = z - 1$.

For any two $z_1 \neq z_2 \implies z_1 - 1 \neq z_2 - 1 \implies f(z_1) \neq f(z_2)$.

One to one!
Where’s 0?

Which is bigger?
The positive integers, \( \mathbb{Z}^+ \), or the natural numbers, \( \mathbb{N} \).

Natural numbers. 0, 1, 2, 3, ....

Positive integers. 1, 2, 3, ....

Where’s 0?

More natural numbers!

Consider \( f(z) = z - 1 \).

For any two \( z_1 \neq z_2 \implies z_1 - 1 \neq z_2 - 1 \implies f(z_1) \neq f(z_2) \).

One to one!

For any natural number \( n \),
Where’s 0?

Which is bigger?
The positive integers, \( \mathbb{Z}^+ \), or the natural numbers, \( \mathbb{N} \).

Natural numbers. 0, 1, 2, 3, ....

Positive integers. 1, 2, 3, ....

Where’s 0?

More natural numbers!

Consider \( f(z) = z - 1 \).

For any two \( z_1 \neq z_2 \implies z_1 - 1 \neq z_2 - 1 \implies f(z_1) \neq f(z_2) \).

One to one!

For any natural number \( n \), for \( z = n + 1 \),
Where's 0?

Which is bigger?
The positive integers, $\mathbb{Z}^+$, or the natural numbers, $\mathbb{N}$.

Natural numbers. 0, 1, 2, 3, ….

Positive integers. 1, 2, 3, ….

Where's 0?

More natural numbers!

Consider $f(z) = z - 1$.

For any two $z_1 \neq z_2 \implies z_1 - 1 \neq z_2 - 1 \implies f(z_1) \neq f(z_2)$. One to one!

For any natural number $n$, for $z = n + 1$, $f(z)$
Where's 0?

Which is bigger?
The positive integers, $\mathbb{Z}^+$, or the natural numbers, $\mathbb{N}$.

Natural numbers. 0, 1, 2, 3, ....

Positive integers. 1, 2, 3, ....

Where's 0?

More natural numbers!

Consider $f(z) = z - 1$.

For any two $z_1 \neq z_2 \implies z_1 - 1 \neq z_2 - 1 \implies f(z_1) \neq f(z_2)$.

One to one!

For any natural number $n$, for $z = n + 1$, $f(z) = (n + 1) - 1$
Where’s 0?

Which is bigger?
The positive integers, $\mathbb{Z}^+$, or the natural numbers, $\mathbb{N}$.

Natural numbers. 0, 1, 2, 3, ....

Positive integers. 1, 2, 3, ....

Where’s 0?

More natural numbers!

Consider $f(z) = z - 1$.

For any two $z_1 \neq z_2 \implies z_1 - 1 \neq z_2 - 1 \implies f(z_1) \neq f(z_2)$.

One to one!

For any natural number $n$, for $z = n + 1$, $f(z) = (n + 1) - 1 = n$.  

Where’s 0?

Which is bigger?
The positive integers, $\mathbb{Z}^+$, or the natural numbers, $\mathbb{N}$.

Natural numbers. 0, 1, 2, 3, ....

Positive integers. 1, 2, 3, ....

Where’s 0?

More natural numbers!

Consider $f(z) = z - 1$.

For any two $z_1 \neq z_2 \implies z_1 - 1 \neq z_2 - 1 \implies f(z_1) \neq f(z_2)$.

One to one!

For any natural number $n$, for $z = n + 1$, $f(z) = (n + 1) - 1 = n$.

Onto for $\mathbb{N}$
Where’s 0?

Which is bigger?
The positive integers, $\mathbb{Z}^+$, or the natural numbers, $\mathbb{N}$.

Natural numbers. 0, 1, 2, 3, ....

Positive integers. 1, 2, 3, ....

Where’s 0?

More natural numbers!

Consider $f(z) = z - 1$.

For any two $z_1 \neq z_2 \implies z_1 - 1 \neq z_2 - 1 \implies f(z_1) \neq f(z_2)$.

One to one!

For any natural number $n$, for $z = n + 1$, $f(z) = (n + 1) - 1 = n$.

Onto for $\mathbb{N}$

Bijection!
Where’s 0?

Which is bigger?
The positive integers, \( \mathbb{Z}^+ \), or the natural numbers, \( \mathbb{N} \).

Natural numbers. 0, 1, 2, 3, ....

Positive integers. 1, 2, 3, ....

Where’s 0?

More natural numbers!

Consider \( f(z) = z - 1 \).

For any two \( z_1 \neq z_2 \implies z_1 - 1 \neq z_2 - 1 \implies f(z_1) \neq f(z_2) \).

One to one!

For any natural number \( n \), for \( z = n + 1 \), \( f(z) = (n + 1) - 1 = n \).

Onto for \( \mathbb{N} \)

Bijection! \( \implies |\mathbb{Z}^+| = |\mathbb{N}|. \)
Where’s 0?

Which is bigger?
The positive integers, \( \mathbb{Z}^+ \), or the natural numbers, \( \mathbb{N} \).

Natural numbers. 0, 1, 2, 3, ….  
Positive integers. 1, 2, 3, ….  
Where’s 0?  
More natural numbers!  
Consider \( f(z) = z - 1 \).

For any two \( z_1 \neq z_2 \) \( \implies z_1 - 1 \neq z_2 - 1 \) \( \implies f(z_1) \neq f(z_2) \).
One to one!  
For any natural number \( n \), for \( z = n + 1 \), \( f(z) = (n + 1) - 1 = n \).
Onto for \( \mathbb{N} \)  
Bijection! \( \implies |\mathbb{Z}^+| = |\mathbb{N}|. \)
But.. but
Where's 0?

Which is bigger?
The positive integers, $\mathbb{Z}^+$, or the natural numbers, $\mathbb{N}$.

Natural numbers. 0, 1, 2, 3, ....
Positive integers. 1, 2, 3, ....
Where’s 0?

More natural numbers!
Consider $f(z) = z - 1$.

For any two $z_1 \neq z_2 \implies z_1 - 1 \neq z_2 - 1 \implies f(z_1) \neq f(z_2)$.
One to one!

For any natural number $n$, for $z = n + 1$, $f(z) = (n + 1) - 1 = n$.
Onto for $\mathbb{N}$

Bijection! $\implies |\mathbb{Z}^+| = |\mathbb{N}|$.

But.. but Where’s zero?
Where’s 0?

Which is bigger?
The positive integers, $\mathbb{Z}^+$, or the natural numbers, $\mathbb{N}$.

Natural numbers. 0, 1, 2, 3, . . .

Positive integers. 1, 2, 3, . . .

Where’s 0?

More natural numbers!

Consider $f(z) = z - 1$.

For any two $z_1 \neq z_2 \implies z_1 - 1 \neq z_2 - 1 \implies f(z_1) \neq f(z_2)$.

One to one!

For any natural number $n$, for $z = n + 1$, $f(z) = (n + 1) - 1 = n$.

Onto for $\mathbb{N}$

Bijection! $\implies |\mathbb{Z}^+| = |\mathbb{N}|$.

But.. but Where’s zero? “Comes from 1.”
A bijection is a bijection.
A bijection is a bijection.

Notice that there is a bijection between \( N \) and \( Z^+ \) as well.
A bijection is a bijection.

Notice that there is a bijection between $N$ and $Z^+$ as well. $f(n) = n + 1$. 
A bijection is a bijection.

Notice that there is a bijection between $N$ and $Z^+$ as well.

$$f(n) = n + 1. \ 0 \to 1,$$
A bijection is a bijection.

Notice that there is a bijection between $N$ and $Z^+$ as well. $f(n) = n + 1$. $0 \rightarrow 1, 1 \rightarrow 2,$
A bijection is a bijection.

Notice that there is a bijection between $N$ and $Z^+$ as well. $f(n) = n + 1$. 0 $\rightarrow$ 1, 1 $\rightarrow$ 2, …
A bijection is a bijection.

Notice that there is a bijection between $N$ and $\mathbb{Z}^+$ as well.

$f(n) = n + 1. \ 0 \rightarrow 1, 1 \rightarrow 2, \ldots$

Bijection from $A$ to $B \iff$ a bijection from $B$ to $A$. 
A bijection is a bijection.

Notice that there is a bijection between $N$ and $\mathbb{Z}^+$ as well.

$$f(n) = n + 1. \ 0 \rightarrow 1, \ 1 \rightarrow 2, \ldots$$

Bijection from $A$ to $B \implies$ a bijection from $B$ to $A.$
A bijection is a bijection.

Notice that there is a bijection between $N$ and $Z^+$ as well.
$f(n) = n + 1. \ 0 \rightarrow 1, \ 1 \rightarrow 2, \ldots$

Bijection from $A$ to $B \implies$ a bijection from $B$ to $A$.

Inverse function!
A bijection is a bijection.

Notice that there is a bijection between \( N \) and \( \mathbb{Z}^+ \) as well.
\[ f(n) = n + 1. \quad 0 \rightarrow 1, \, 1 \rightarrow 2, \, \ldots \]

Bijection from \( A \) to \( B \) \( \implies \) a bijection from \( B \) to \( A \).

Inverse function!

Can prove equivalence either way.
A bijection is a bijection.

Notice that there is a bijection between \( N \) and \( \mathbb{Z}^+ \) as well. 
\[
 f(n) = n + 1. \ 0 \rightarrow 1, \ 1 \rightarrow 2, \ldots
\]

Bijection from \( A \) to \( B \) \( \implies \) a bijection from \( B \) to \( A \).

Inverse function!

Can prove equivalence either way. 
Bijection to or from natural numbers implies countably infinite.
More large sets.

$E$ - Even natural numbers?
More large sets.

$E$ - Even natural numbers?

$f : \mathbb{N} \rightarrow E.$
More large sets.

\[ E - \text{Even natural numbers?} \]
\[ f : \mathbb{N} \to E. \]
\[ f(n) \to 2n. \]
More large sets.

$E$ - Even natural numbers?

$f : \mathbb{N} \rightarrow E.$

$f(n) \rightarrow 2n.$

Onto:
More large sets.

$E$ - Even natural numbers?

$f : \mathbb{N} \rightarrow E.$

$f(n) \rightarrow 2n.$

Onto: $\forall e \in E,$ $f(e/2) = e.$
More large sets.

$E$ - Even natural numbers?

$f : \mathbb{N} \rightarrow E$.

$f(n) \rightarrow 2n$.

Onto: $\forall e \in E$, $f(e/2) = e$. $e/2$ is natural since $e$ is even.
$E$ - Even natural numbers?

$f : \mathbb{N} \rightarrow E$.

$f(n) \rightarrow 2n$.

Onto: $\forall e \in E, f(e/2) = e$. $e/2$ is natural since $e$ is even

One-to-one:
More large sets.

$E$ - Even natural numbers?

$f : \mathbb{N} \rightarrow E.$

$f(n) \rightarrow 2n.$

Onto: $\forall e \in E, f(e/2) = e.$ $e/2$ is natural since $e$ is even

One-to-one: $\forall x, y \in \mathbb{N}, x \neq y \implies 2x \neq 2y.$
More large sets.

\( E \) - Even natural numbers?

\( f : \mathbb{N} \to E. \)

\( f(n) \to 2n. \)

Onto: \( \forall e \in E, f(e/2) = e. \) \( e/2 \) is natural since \( e \) is even

One-to-one: \( \forall x, y \in \mathbb{N}, x \neq y \implies 2x \neq 2y. \) \( \equiv f(x) \neq f(y) \)
More large sets.

$E$ - Even natural numbers?

$f : \mathbb{N} \to E$.

$f(n) \to 2n$.

Onto: $\forall e \in E$, $f(e/2) = e$. $e/2$ is natural since $e$ is even

One-to-one: $\forall x, y \in \mathbb{N}, x \neq y \implies 2x \neq 2y$. $\equiv f(x) \neq f(y)$

Evens are countably infinite.
More large sets.

$E$ - Even natural numbers?

$f : \mathbb{N} \rightarrow E.$

$f(n) \rightarrow 2n.$

Onto: $\forall e \in E, f(e/2) = e.$ $e/2$ is natural since $e$ is even

One-to-one: $\forall x, y \in \mathbb{N}, x \neq y \implies 2x \neq 2y. \equiv f(x) \neq f(y)$

Evens are countably infinite.

Evens are same size as all natural numbers.
All integers?

What about Integers, $\mathbb{Z}$?
All integers?

What about Integers, \( Z \)?
Define \( f : N \to Z \).

\[
 f(n) = \begin{cases} 
 n/2 & \text{if } n \text{ even} \\
 -(n+1)/2 & \text{if } n \text{ odd.}
\end{cases}
\]
All integers?

What about Integers, $\mathbb{Z}$?
Define $f : \mathbb{N} \rightarrow \mathbb{Z}$.

$$f(n) = \begin{cases} 
  \frac{n}{2} & \text{if } n \text{ even} \\
  -\frac{n+1}{2} & \text{if } n \text{ odd.}
\end{cases}$$

One-to-one: For $x \neq y$
What about Integers, \( Z \)?
Define \( f : N \to Z \).

\[
f(n) = \begin{cases} 
 n/2 & \text{if } n \text{ even} \\
 -(n+1)/2 & \text{if } n \text{ odd.}
\end{cases}
\]

One-to-one: For \( x \neq y \)
if \( x \) is even and \( y \) is odd,
All integers?

What about Integers, $\mathbb{Z}$?
Define $f : \mathbb{N} \to \mathbb{Z}$.

$$f(n) = \begin{cases} 
  n/2 & \text{if } n \text{ even} \\
  -(n+1)/2 & \text{if } n \text{ odd.}
\end{cases}$$

One-to-one: For $x \neq y$
if $x$ is even and $y$ is odd,
then $f(x)$ is nonnegative and $f(y)$ is negative
All integers?

What about Integers, \( Z \)?

Define \( f : N \to Z \).

\[
f(n) = \begin{cases} 
    n/2 & \text{if } n \text{ even} \\
    -(n+1)/2 & \text{if } n \text{ odd.}
\end{cases}
\]

One-to-one: For \( x \neq y \)
if \( x \) is even and \( y \) is odd,
then \( f(x) \) is nonnegative and \( f(y) \) is negative \( \implies f(x) \neq f(y) \)
All integers?

What about Integers, \( \mathbb{Z} \)?
Define \( f : \mathbb{N} \rightarrow \mathbb{Z} \).

\[
f(n) = \begin{cases} 
n/2 & \text{if } n \text{ even} \\
-(n+1)/2 & \text{if } n \text{ odd.} 
\end{cases}
\]

One-to-one: For \( x \neq y \)
if \( x \) is even and \( y \) is odd,
then \( f(x) \) is nonnegative and \( f(y) \) is negative \( \implies f(x) \neq f(y) \)
if \( x \) is even and \( y \) is even,
All integers?

What about Integers, \( Z \)?
Define \( f : N \to Z \).

\[
f(n) = \begin{cases} 
  n/2 & \text{if } n \text{ even} \\
  -(n+1)/2 & \text{if } n \text{ odd.}
\end{cases}
\]

One-to-one: For \( x \neq y \)
if \( x \) is even and \( y \) is odd,
then \( f(x) \) is nonnegative and \( f(y) \) is negative \( \implies f(x) \neq f(y) \)
if \( x \) is even and \( y \) is even,
then \( x/2 \neq y/2 \)
All integers?

What about Integers, $\mathbb{Z}$?
Define $f : \mathbb{N} \rightarrow \mathbb{Z}$.

$$f(n) = \begin{cases} 
\frac{n}{2} & \text{if } n \text{ even} \\
-(\frac{n+1}{2}) & \text{if } n \text{ odd.}
\end{cases}$$

One-to-one: For $x \neq y$
if $x$ is even and $y$ is odd, then $f(x)$ is nonnegative and $f(y)$ is negative $\implies f(x) \neq f(y)$
if $x$ is even and $y$ is even, then $x/2 \neq y/2 \implies f(x) \neq f(y)$

Integers and naturals have same size!
All integers?

What about Integers, \( \mathbb{Z} \)?
Define \( f : \mathbb{N} \to \mathbb{Z} \).

\[
f(n) = \begin{cases} 
  n/2 & \text{if } n \text{ even} \\ 
  -(n+1)/2 & \text{if } n \text{ odd.}
\end{cases}
\]

One-to-one: For \( x \neq y \)
if \( x \) is even and \( y \) is odd,
then \( f(x) \) is nonnegative and \( f(y) \) is negative \( \implies f(x) \neq f(y) \)
if \( x \) is even and \( y \) is even,
then \( x/2 \neq y/2 \implies f(x) \neq f(y) \)

\[\ldots\]
All integers?

What about Integers, $\mathbb{Z}$? Define $f : \mathbb{N} \rightarrow \mathbb{Z}$.

$$f(n) = \begin{cases} n/2 & \text{if } n \text{ even} \\ -(n+1)/2 & \text{if } n \text{ odd}. \end{cases}$$

One-to-one: For $x \neq y$

if $x$ is even and $y$ is odd,
then $f(x)$ is nonnegative and $f(y)$ is negative $\implies f(x) \neq f(y)$

if $x$ is even and $y$ is even,
then $x/2 \neq y/2 \implies f(x) \neq f(y)$

....
All integers?

What about Integers, \( Z \)?
Define \( f : N \rightarrow Z \).

\[
f(n) = \begin{cases} 
  n/2 & \text{if } n \text{ even} \\
  -(n+1)/2 & \text{if } n \text{ odd}.
\end{cases}
\]

One-to-one: For \( x \neq y \)
if \( x \) is even and \( y \) is odd,
then \( f(x) \) is nonnegative and \( f(y) \) is negative \( \Rightarrow f(x) \neq f(y) \)
if \( x \) is even and \( y \) is even,
then \( x/2 \neq y/2 \) \( \Rightarrow f(x) \neq f(y) \)

\[
\ldots
\]

Onto: For any \( z \in Z \),
All integers?

What about Integers, \( Z \)?
Define \( f : N \rightarrow Z \).

\[
f(n) = \begin{cases} 
  n/2 & \text{if } n \text{ even} \\
  -(n+1)/2 & \text{if } n \text{ odd.}
\end{cases}
\]

One-to-one: For \( x \neq y \)
if \( x \) is even and \( y \) is odd,
then \( f(x) \) is nonnegative and \( f(y) \) is negative \( \implies f(x) \neq f(y) \)
if \( x \) is even and \( y \) is even,
then \( x/2 \neq y/2 \implies f(x) \neq f(y) \)

Onto: For any \( z \in Z \),
if \( z \geq 0 \), \( f(2z) = z \) and \( 2z \in N \).
All integers?

What about Integers, \( \mathbb{Z} \)?
Define \( f : \mathbb{N} \rightarrow \mathbb{Z} \).

\[
\begin{align*}
    f(n) &= \begin{cases} 
        n/2 & \text{if } n \text{ even} \\
        -(n+1)/2 & \text{if } n \text{ odd.}
    \end{cases}
\end{align*}
\]

One-to-one: For \( x \neq y \)
if \( x \) is even and \( y \) is odd,
then \( f(x) \) is nonnegative and \( f(y) \) is negative \( \implies f(x) \neq f(y) \)
if \( x \) is even and \( y \) is even,
then \( x/2 \neq y/2 \implies f(x) \neq f(y) \)
....

Onto: For any \( z \in \mathbb{Z} \),
if \( z \geq 0 \), \( f(2z) = z \) and \( 2z \in \mathbb{N} \).
if \( z < 0 \), \( f(2|z|-1) = z \) and \( 2|z|+1 \in \mathbb{N} \).
All integers?

What about Integers, $\mathbb{Z}$?
Define $f : \mathbb{N} \rightarrow \mathbb{Z}$.

$$f(n) = \begin{cases} n/2 & \text{if } n \text{ even} \\ -(n+1)/2 & \text{if } n \text{ odd}. \end{cases}$$

One-to-one: For $x \neq y$
if $x$ is even and $y$ is odd,
then $f(x)$ is nonnegative and $f(y)$ is negative $\implies f(x) \neq f(y)$
if $x$ is even and $y$ is even,
then $x/2 \neq y/2 \implies f(x) \neq f(y)$
....

Onto: For any $z \in \mathbb{Z}$,
if $z \geq 0$, $f(2z) = z$ and $2z \in \mathbb{N}$.
if $z < 0$, $f(2|z| - 1) = z$ and $2|z| + 1 \in \mathbb{N}$.

Integers and naturals have same size!
Listings..

\[ f(n) = \begin{cases} 
  n/2 & \text{if } n \text{ even} \\
  -(n+1)/2 & \text{if } n \text{ odd.} 
\end{cases} \]
Listings..

\[ f(n) = \begin{cases} 
    n/2 & \text{if } n \text{ even} \\
    -(n+1)/2 & \text{if } n \text{ odd.} 
\end{cases} \]

Another View:

<table>
<thead>
<tr>
<th>( n )</th>
<th>( f(n) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( 0 )</td>
</tr>
<tr>
<td>1</td>
<td>( -1 )</td>
</tr>
<tr>
<td>2</td>
<td>( 1 )</td>
</tr>
<tr>
<td>3</td>
<td>( -2 )</td>
</tr>
<tr>
<td>4</td>
<td>( 2 )</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Notice that: A listing “is” a bijection with a subset of natural numbers. Function \( f \equiv \) “Position in list.” If finite: bijection with \( \{0, \ldots, |S| - 1\} \). If infinite: bijection with \( \mathbb{N} \).
Listings..

\[ f(n) = \begin{cases} 
  n/2 & \text{if } n \text{ even} \\
  -(n+1)/2 & \text{if } n \text{ odd.}
\end{cases} \]

Another View:

<table>
<thead>
<tr>
<th>( n )</th>
<th>( f(n) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Listings..

\[ f(n) = \begin{cases} 
  n/2 & \text{if } n \text{ even} \\
  -(n+1)/2 & \text{if } n \text{ odd.} 
\end{cases} \]

Another View:

<table>
<thead>
<tr>
<th>( n )</th>
<th>( f(n) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
</tr>
</tbody>
</table>
Listings..

$$f(n) = \begin{cases} 
\frac{n}{2} & \text{if } n \text{ even} \\
-(n+1)/2 & \text{if } n \text{ odd.}
\end{cases}$$

Another View:

<table>
<thead>
<tr>
<th>$n$</th>
<th>$f(n)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>
Listings..

\[ f(n) = \begin{cases} 
\frac{n}{2} & \text{if } n \text{ even} \\
-(\frac{n+1}{2}) & \text{if } n \text{ odd.}
\end{cases} \]

Another View:

<table>
<thead>
<tr>
<th>( n )</th>
<th>( f(n) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>-2</td>
</tr>
</tbody>
</table>
Listings..

\[
 f(n) = \begin{cases} 
 n/2 & \text{if } n \text{ even} \\
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Listings..

\[
   f(n) = \begin{cases} 
   n/2 & \text{if } n \text{ even} \\
   -(n+1)/2 & \text{if } n \text{ odd.}
   \end{cases}
\]

Another View:

<table>
<thead>
<tr>
<th>(n)</th>
<th>(f(n))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>-2</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Notice that: A listing “is” a bijection with a subset of natural numbers. Function \(\equiv\) “Position in list.”
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Enumerability $\equiv$ countability.

Enumerating (listing) a set implies that it is countable.

“Output element of $S$”,
“Output next element of $S$”

…

Any element $x$ of $S$ has specific, finite position in list.

$Z = \{0, 1, -1, 2, -2, \ldots\}$
$Z = \{\{0, 1, 2, \ldots\}, \text{ and then } \{-1, -2, \ldots\}\}$

When do you get to $-1$? at infinity?

Need to be careful.
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Enumerating a set implies countable. 
Corollary: Any subset $T$ of a countable set $S$ is countable.

Enumerate $T$ as follows:
Get next element, $x$, of $S$,
output only if $x \in T$.

Implications:
$\mathbb{Z}^+$ is countable.
It is infinite since the list goes on.
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$B = \{0, 1\}^*$.  

$B = \{\phi, 0, 1, 00, 01, 10, 11, 000, 001, 010, 011, \ldots\}$.  

$\phi$ is empty string.
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All binary strings.
$B = \{0, 1\}^*$. 

$B = \{\phi, 0, 1, 00, 01, 10, 11, 000, 001, 010, 011, \ldots\}$. 
$\phi$ is empty string.

For any string, it appears at some position in the list. 
If $n$ bits, it will appear before position $2^{n+1}$.

Should be careful here.

$B = \{\phi; , 0, 00, 000, 0000, \ldots\}$
All binary strings.
\( B = \{0, 1\}^\ast. \)

\( B = \{\phi, 0, 1, 00, 01, 10, 11, 000, 001, 010, 011, \ldots\}. \)

\( \phi \) is empty string.

For any string, it appears at some position in the list. If \( n \) bits, it will appear before position \( 2^{n+1}. \)

Should be careful here.

\( B = \{\phi; 0, 00, 000, 0000, \ldots\} \)
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More fractions?

Enumerate the rational numbers in order...
0, ..., 1/2, ...

Where is 1/2 in list?
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Enumerate the rational numbers in order...
0, ..., 1/2, ...

Where is 1/2 in list?

After 1/3, which is after 1/4, which is after 1/5...

A thing about fractions:
any two fractions has another fraction between it.

Can’t even get to “next” fraction!

Can’t list in “order”.
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For finite sets \( S_1 \) and \( S_2 \),
then \( S_1 \times S_2 \)
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So, \( N \times N \) is countably infinite squared ??
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The rationals are countably infinite.
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\[ \text{HALT}(P, I) \]
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\[\text{HALT}(P, I)\]

- \(P\) - program
- \(I\) - input.

Determines if \(P(I)\) (\(P\) run on \(I\)) halts or loops forever.

**Theorem:** There is no program \(\text{HALT}\).
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HALT(P, I)
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  I - input.

Determines if P(I) (P run on I) halts or loops forever.

**Theorem:** There is no program HALT.

**Proof:** Yes! No! Yes! No! No! Yes! No! Yes! ..

What is he talking about?
  (A) He is confused.
  (B) Fermat’s Theorem.
  (C) Diagonalization.
  (D) Professor is just strange.

(C). Maybe (D).
Halt and Turing.

Proof:

Assume there is a program $\text{HALT}(\cdot, \cdot)$. Turing($P$)

1. If $\text{HALT}(P, P) =$ "halts", then go into an infinite loop.
2. Otherwise, halt immediately.

Assumption: there is a program $\text{HALT}$.

There is text that "is" the program $\text{HALT}$.

There is text that is the program $\text{Turing}$.

Can run Turing on Turing!

Does Turing($\text{Turing}$) halt?

Turing($\text{Turing}$) halts $\Rightarrow$ then $\text{HALTS}(\text{Turing}, \text{Turing}) =$ halts $\Rightarrow$ Turing($\text{Turing}$) loops forever.

Turing($\text{Turing}$) loops forever $\Rightarrow$ then $\text{HALTS}(\text{Turing}, \text{Turing}) \neq$ halts $\Rightarrow$ Turing($\text{Turing}$) halts.

Contradiction.

Program $\text{HALT}$ does not exist!
Halt and Turing.

**Proof:** Assume there is a program $HALT(\cdot,\cdot)$. 

Does $Turing(Turing)$ halt?

- $Turing(Turing)$ halts $\implies$ then $HALT(Turing, Turing) = \text{halts}$ $\implies$ $Turing(Turing)$ loops forever.
- $Turing(Turing)$ loops forever $\implies$ then $HALT(Turing, Turing) \neq \text{halts}$ $\implies$ $Turing(Turing)$ halts.
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$Turing(P)$
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Proof: Assume there is a program $HALT(\cdot,\cdot)$.

Turing(P)
1. If $HALT(P,P) = \text{"halts"}$, then go into an infinite loop.
2. Otherwise, halt immediately.

Assumption: there is a program HALT.
There is text that “is” the program HALT.
There is text that is the program Turing.
Can run Turing on Turing!

Does $Turing(Turing)$ halt?

$Turing(Turing)$ halts
Halt and Turing.

**Proof:** Assume there is a program \( HALT(\cdot, \cdot) \).

\[
\text{Turing}(P)
\begin{align*}
1. & \quad \text{If } HALT(P, P) = \text{"halts"}, \text{ then go into an infinite loop.} \\
2. & \quad \text{Otherwise, halt immediately.}
\end{align*}
\]

Assumption: there is a program HALT. There is text that “is” the program HALT. There is text that is the program Turing. Can run Turing on Turing!

Does \( \text{Turing(Turing)} \) halt?

\[
\text{Turing(Turing) halts} \quad \implies \quad \text{then HALTS(Turing, Turing) = halts}
\]
Halt and Turing.

**Proof:** Assume there is a program \( HALT(\cdot, \cdot) \).

\( \text{Turing}(P) \)
1. If \( HALT(P, P) = \text{"halts"} \), then go into an infinite loop.
2. Otherwise, halt immediately.

Assumption: there is a program \( HALT \).
There is text that “is” the program \( HALT \).
There is text that is the program \( Turing \).
Can run \( Turing \) on \( Turing \)!

Does \( Turing(Turing) \) halt?

\( Turing(Turing) \) halts
\[ \Rightarrow \text{then } HALTS(Turing, Turing) = \text{halts} \]
\[ \Rightarrow Turing(Turing) \text{ loops forever.} \]
Halt and Turing.
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**Turing(P)**
1. If \( HALT(P,P) = \text{"halts"} \), then go into an infinite loop.
2. Otherwise, halt immediately.

Assumption: there is a program HALT.
There is text that “is” the program HALT.
There is text that is the program Turing.
Can run Turing on Turing!

Does **Turing(Turing)** halt?

Turing(Turing) halts
\[ \implies \text{then } HALTS(Turing, Turing) = \text{halts} \]
\[ \implies \text{Turing(Turing) loops forever.} \]

Turing(Turing) loops forever
Halt and Turing.

**Proof:** Assume there is a program $HALT(\cdot, \cdot)$.

$Turing(P)$
1. If $HALT(P, P) \equiv \text{"halts"}$, then go into an infinite loop.
2. Otherwise, halt immediately.

Assumption: there is a program $HALT$.
There is text that “is” the program $HALT$.
There is text that is the program $Turing$.
Can run $Turing$ on $Turing$!

Does $Turing(Turing)$ halt?

$Turing(Turing)$ halts
\[ \implies \text{then } HALTS(Turing, Turing) = \text{halts} \]
\[ \implies \text{Turing}(Turing) \text{ loops forever.} \]

$Turing(Turing)$ loops forever
\[ \implies \text{then } HALTS(Turing, Turing) \neq \text{halts} \]
Halt and Turing.

**Proof:** Assume there is a program $HALT(\cdot,\cdot)$.

Turing($P$)
1. If $HALT(P,P) = \text{"halts"}$, then go into an infinite loop.
2. Otherwise, halt immediately.

Assumption: there is a program HALT.
There is text that “is” the program HALT.
There is text that is the program Turing.
Can run Turing on Turing!

Does Turing(Turing) halt?

Turing(Turing) halts
$\implies$ then $HALTS(Turing, Turing) = \text{halts}$
$\implies$ Turing(Turing) loops forever.

Turing(Turing) loops forever
$\implies$ then $HALTS(Turing, Turing) \neq \text{halts}$
$\implies$ Turing(Turing) halts.
Halt and Turing.

**Proof:** Assume there is a program \(HALT(\cdot, \cdot)\).

**Turing(P)**
1. If \(HALT(P, P) = \text{"halts"}\), then go into an infinite loop.
2. Otherwise, halt immediately.

Assumption: there is a program \(HALT\).
There is text that “is” the program \(HALT\).
There is text that is the program \(Turing\).
Can run Turing on Turing!

Does \(Turing(Turing)\) halt?

\[Turing(Turing) \text{ halts} \implies \text{HALTS(Turing, Turing) }= \text{halts}\]
\[\implies Turing(Turing) \text{ loops forever.}\]

\[Turing(Turing) \text{ loops forever} \implies \text{HALTS(Turing, Turing) }\neq \text{halts}\]
\[\implies Turing(Turing) \text{ halts.}\]

Contradiction.
Halt and Turing.

**Proof:** Assume there is a program $HALT(\cdot, \cdot)$.

$\text{Turing}(P)$
1. If $HALT(P, P) =$ “halts”, then go into an infinite loop.
2. Otherwise, halt immediately.

Assumption: there is a program HALT.
There is text that “is” the program HALT.
There is text that is the program Turing.
Can run Turing on Turing!

Does $\text{Turing}(\text{Turing})$ halt?

$\text{Turing}(\text{Turing})$ halts
$\implies$ then $\text{HALTS}(\text{Turing}, \text{Turing}) = \text{halts}$
$\implies$ $\text{Turing}(\text{Turing})$ loops forever.

$\text{Turing}(\text{Turing})$ loops forever
$\implies$ then $\text{HALTS}(\text{Turing}, \text{Turing}) \neq \text{halts}$
$\implies$ $\text{Turing}(\text{Turing})$ halts.

Contradiction. Program HALT does not exist!
Halt and Turing.

Proof: Assume there is a program $HALT(\cdot, \cdot)$.

Turing(P)
1. If $HALT(P, P) =$ “halts”, then go into an infinite loop.
2. Otherwise, halt immediately.

Assumption: there is a program HALT.
There is text that “is” the program HALT.
There is text that is the program Turing.
Can run Turing on Turing!

Does Turing(Turing) halt?

Turing(Turing) halts  
$\implies$ then HALTS(Turing, Turing) $= \text{halts}$  
$\implies$ Turing(Turing) loops forever.

Turing(Turing) loops forever  
$\implies$ then HALTS(Turing, Turing) $\neq \text{halts}$  
$\implies$ Turing(Turing) halts.

Contradiction. Program HALT does not exist!
Halt and Turing.

**Proof:** Assume there is a program $HALT(\cdot,\cdot)$.

Turing($P$)
1. If $HALT(P,P) =$“halts”, then go into an infinite loop.
2. Otherwise, halt immediately.

Assumption: there is a program HALT.
There is text that “is” the program HALT.
There is text that is the program Turing.
Can run Turing on Turing!

Does Turing(Turing) halt?

Turing(Turing) halts
$\implies$ then HALTS(Turing, Turing) = halts
$\implies$ Turing(Turing) loops forever.

Turing(Turing) loops forever
$\implies$ then HALTS(Turing, Turing) $\neq$ halts
$\implies$ Turing(Turing) halts.

Contradiction. Program HALT does not exist!

Questions?
Another view of proof: diagonalization.

Any program is a fixed length string.
Another view of proof: diagonalization.

Any program is a fixed length string. Fixed length strings are enumerable.
Another view of proof: diagonalization.

Any program is a fixed length string. Fixed length strings are enumerable. Program halts or not any input, which is a string.
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Any program is a fixed length string. Fixed length strings are enumerable. Program halts or not any input, which is a string.
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<tr>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
<th>...</th>
</tr>
</thead>
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<td>$P_1$</td>
<td>H</td>
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<td>L</td>
</tr>
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<td>L</td>
<td>L</td>
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<td>H</td>
</tr>
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<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
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and is different from every $P_i$ on the diagonal.
Another view of proof: diagonalization.

Any program is a fixed length string. Fixed length strings are enumerable. Program halts or not any input, which is a string.
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<thead>
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<th></th>
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We can’t get enough of building more Turing machines.
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Does a set of integer equations have a solution? Example: $x^n + y^n = 1$?

Problem is undecidable. Be careful!

Is there an integer solution to $x^n + y^n = 1$? (Diophantine equation.) The answer is yes or no.

This “problem” is not undecidable. Undecidability for Diophantine set of equations $\Rightarrow$ no program can take any set of integer equations and always correctly output whether it has an integer solution.
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Can a set of notched tiles tile the infinite plane? Proof: simulate a computer. Halts if finite.
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Is there an integer solution to \( x^n + y^n = 1? \)
(Diophantine equation.)

The answer is yes or no. This “problem” is not undecidable.

Undecidability for Diophantine set of equations \( \implies \) no program can take any set of integer equations and always correctly output whether it has an integer solution.
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- Seminal paper in numerical analysis: Condition number. Math 54 doesn’t really work.
  Almost dependent matrices.

- Seminal paper in mathematical biology.
  Person: embryo is blob. Legs, arms, head.... How?
  Fly: blob. Torso becomes striped.
  Developed chemical reaction-diffusion networks that break symmetry.
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Program is text, so we can pass it to itself, or refer to self.
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Computer Programs cannot completely “understand” computer programs.

Computation is a lens for other action in the world.
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