
CS 70 Discrete Mathematics and Probability Theory
Spring 2018 Babak Ayazifar and Satish Rao HW 12

Sundry
Before you start your homework, write down your team. Who else did you work with on this
homework? List names and email addresses. (In case of homework party, you can also just describe
the group.) How did you work on this homework? Working in groups of 3-5 will earn credit for
your "Sundry" grade.

Please copy the following statement and sign next to it:

I certify that all solutions are entirely in my words and that I have not looked at another student’s
solutions. I have credited all external sources in this write up.

1 Exponential Practice II
(a) Let X1,X2 ∼ Exponential(λ ) be independent, λ > 0. Calculate the density of Y := X1 +X2.

[Hint: One way to approach this problem would be to compute the CDF of Y and then differ-
entiate the CDF.]

(b) Let t > 0. What is the density of X1, conditioned on X1 +X2 = t? [Hint: Once again, it may
be helpful to consider the CDF P(X1 ≤ x | X1 +X2 = t). To tackle the conditioning part, try
conditioning instead on the event {X1 +X2 ∈ [t, t + ε]}, where ε > 0 is small.]

2 Normal Distribution
Recall the following facts about the normal distribution: if X ∼N (µ,σ2), then the random vari-
able Z = (X −µ)/σ is standard normal, i.e. Z ∼N (0,1). There is no closed-form expression for
the CDF of the standard normal distribution, so we define Φ(z) = P[Z ≤ z]. You may express your
answers in terms of Φ(z).

The average jump of a certain frog is 3 inches. However, because of the wind, the frog does not
always go exactly 3 inches. A zoologist tells you that the distance the frog travels is normally
distributed with mean 3 and variance 1/4.
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(a) What is the probability that the frog jumps more than 4 inches?

(b) What is the probability that the distance the frog jumps is between 2 and 4 inches?

3 Noisy Love
Due to the Central Limit Theorem, the Gaussian distribution is often used as a model for noise. In
this problem, we will see how to perform calculations with Gaussian noise models.

Suppose you have confessed to your love interest on Valentine’s Day and you are waiting to hear
back. Your love interest is trying to send you a binary message: “0” means that your love interest
is not interested in you, while “1” means that your love interest reciprocates your feelings. Let
X be your love interest’s message for you. Your current best guess of X has P(X = 0) = 0.7 and
P(X = 1) = 0.3. Unfortunately, your love interest sends you the message through a noisy channel,
and instead of receiving the message X , you receive the message Y =X +ε , where ε is independent
Gaussian noise with mean 0 and variance 0.49.

(a) First, you decide upon the following rule: if you observe Y > 0.5, then you will assume that
your love interest loves you back, whereas if you observe Y ≤ 0.5, then you will assume that
your love interest is not interested in you. What is the probability that you are correct using
this rule? (Express your answer in terms of the CDF of the standard Gaussian distribution
Φ(z) = P(N (0,1)≤ z), and then evaluate your answer numerically.)

(b) Suppose you observe Y = 0.6. What is the probability that your love interest loves you back?
[Hint: This problem requires conditioning on an event of probability 0, namely, the event
{Y = 0.6}. To tackle this problem, think about conditioning on the event {Y ∈ [0.6,0.6+δ ]},
where δ > 0 is small, so that fY (0.6) ·δ ≈ P(Y ∈ [0.6,0.6+δ ]), and then apply Bayes Rule.]

(c) Suppose you observe Y = y. For what values is it more likely than not that your love interest
loves you back? [Hint: As before, instead of considering {Y = y}, you can consider the event
{Y ∈ [y,y + δ ]} for small δ > 0. So, when is P(X = 1 | Y ∈ [y,y + δ ]) ≥ P(X = 0 | Y ∈
[y,y+δ ])?]

(d) Your new rule is to assume that your love interest loves you back if (based on the value of Y
that you observe) it is more likely than not that your love interest loves you back. Under this
new rule, what is the probability that you are correct?

4 Deriving Chebyshev’s Inequality
Recall Markov’s Inequality, which applies for non-negative X and α > 0:

P[X ≥ α]≤ E[X ]

α

Use an appropriate substitution for X and α to derive Chebyshev’s Inequality, where µ denotes the
expected value of Y .

P[|Y −µ| ≥ k]≤ var(Y )
k2
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5 Easy A’s
A friend tells you about a course called “Laziness in Modern Society” that requires almost no work.
You hope to take this course next semester to give yourself a well-deserved break after mastering
CS 70. At the first lecture, the professor announces that grades will depend only a midterm and a
final. The midterm will consist of three questions, each worth 10 points, and the final will consist
of four questions, also each worth 10 points. He will give an A to any student who gets at least 60
of the possible 70 points.

However, speaking with the professor in office hours you hear some very disturbing news. He tells
you that, in the spirit of the class, the GSIs are very lazy, and to save time the grading will be
done as follows. For each student’s midterm, the GSIs will choose a real number randomly from a
distribution with mean µ = 5 and variance σ2 = 1. They’ll mark each of the three questions with
that score. To grade the final, they’ll again choose a random number from the same distribution,
independent of the first number, and will mark all four questions with that score.

If you take the class, what will the mean and variance of your total class score be? Use Chebyshev’s
inequality to conclude that you have less than a 5% chance of getting an A.

6 Practical Confidence Intervals
(a) It’s New Year’s Eve, and you’re re-evaluating your finances for the next year. Based on previ-

ous spending patterns, you know that you spend $1500 per month on average, with a standard
deviation of $500, and each month’s expenditure is independently and identically distributed.
As a poor college student, you also don’t have any income. How much should you have in
your bank account if you don’t want to go broke this year, with probability at least 95%?

(b) As a UC Berkeley CS student, you’re always thinking about ways to become the next billion-
aire in Silicon Valley. After hours of brainstorming, you’ve finally cut your list of ideas down
to 10, all of which you want to implement at the same time. A venture capitalist has agreed
to back all 10 ideas, as long as your net return from implementing the ideas is positive with at
least 95% probability.

Suppose that implementing an idea requires 50 thousand dollars, and your start-up then suc-
ceeds with probability p, generating 150 thousand dollars in revenue (for a net gain of 100
thousand dollars), or fails with probability 1− p (for a net loss of 50 thousand dollars). The
success of each idea is independent of every other. What is the condition on p that you need to
satisfy to secure the venture capitalist’s funding?

(c) One of your start-ups uses error-correcting codes, which can recover the original message as
long as at least 1000 packets are received (not erased). Each packet gets erased independently
with probability 0.8. How many packets should you send such that you can recover the mes-
sage with probability at least 99%?
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